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Introduction

In 1940 TURÁN raised the following question: if the number of nodes, $n$, of a graph\(^1\) is prescribed and if $l$ is an integer $\leq n$, what is the number of edges which the graph has to contain in order to ensure that it necessarily contains a complete $l$-graph? TURÁN gave a precise answer to this question by determining the smallest number depending on $n$ and $l$, with the property that a graph with $n$ nodes and with more edges than this number necessarily contains a complete $l$-graph ([9], [10]). More generally, the question can be posed, as was done by TURÁN: given a graph with a prescribed number of nodes, what is the minimum number of edges which ensures that the graph necessarily contains a “sufficiently large” subgraph of a certain prescribed type? An alternative formulation of this question is as follows: the number of nodes being fixed, we seek the maximum value of $\mu$, $\mu$ being such that there exists a graph with $\mu$ edges which does not contain a subgraph of the type in question with more than a certain given number of nodes. In our paper we are concerned with this problem for the case in which the types of graphs considered are paths, circuits and independent edges. (These terms are defined in $\S$ 1.)

Our results are not exhaustive, because, in general, we only give an estimate of the extremal values, only in isolated cases — for certain special values of the number of the nodes — do we succeed in determining the extreme values and the “extreme” graphs completely. Here are some of our results capable of simple formulation:

Every graph with $n$ nodes and more than \((n-1)l/2\) edges ($l \geq 2$) contains a circuit with more than $l$ edges. The value \((n-1)l/2\) is exact if and only if $n = q(l-1) + 1$, then there exists a graph having $n$ nodes and

\(^1\) The graphs considered in this paper are all finite, every edge has two distinct end-nodes, and any two nodes are joined by at most one edge.

1. c. letters always denote non-negative integers, $n$ always denotes an integer $\geq 1$.

A complete $l$-graph is a graph with $l$ nodes, every pair of distinct nodes joined by an edge. A graph is said to contain its subgraphs. (See $\S$ 1 of this paper and [8], pp. 1–3.)
For all \( n \geq (k + 1)^3/2, k \geq 1 \), every graph with \( n \) nodes and more than \( nk - k(k + 1)/2 \) edges contains a path or a circuit with more than \( 2k \) edges. The value \( nk - k(k + 1)/2 \) is exact. (Theorem (3.6).)

For our proofs we need a group of theorems different from the above, which are of interest in their own right. In these it is not the number of edges, but the fact that every node has a sufficiently high degree (the degree of a node is the number of edges incident with the node), which implies the existence of a “sufficiently large” subgraph of a prescribed type. This class of problems was first considered by ZARANKIEWICZ \([11]\) and DIRAC \([3]\). From among these older results we require two theorems due to DIRAC \([3]\), Theorems 3 and 4), for which we give new simple proofs in § 1. (A simple proof of Theorem 3 can be found in \([8]\).) We also prove some new theorems of the type just now discussed.

In § 1 we present the necessary preliminary notions and some lemmas, and we prove the theorems pertaining to the ZARANKIEWICZ—DIRAC field of problems. In § 2 we carry out the estimations connected with problems of the TURÁN type. In § 3 we determine two extremal values exactly for a sufficiently large number of nodes. In § 4 we determine the maximum number of edges in a graph of \( n \) nodes and at most \( k \) independent edges. We distinguish our more important results from the less interesting assertions leading to them by the appellation “Theorem”.

\section{1}

(1.1) Let \( M = \{P_1, \ldots, P_n\} \) be a finite non-empty set and let the set of all unordered pairs of distinct elements \( P_iP_j = P_jP_i \) \((i \neq j)\) of \( M \) be denoted by \( N \). (If \( n = 1 \), then \( N \) is the empty set.) The elements of \( M \) are called nodes, the elements of \( N \) are called edges, and the edge \( P_iP_j \) is said to be incident with the nodes \( P_i \) and \( P_j \). Let \( N_1 \) be an arbitrary subset of \( N \). \( N \) and \( N_1 \) are said to define a graph \( \Gamma' = (M, N_1) \). The elements of \( M \) and \( N_1 \), respectively, are the nodes and edges of \( \Gamma' \). If \( P_iP_j \in N_1 \), then \( P_i \) and \( P_j \) are said to be joined (in \( \Gamma' \)), or we say that the edge \( P_iP_j \) exists (in \( \Gamma' \)).

The graph \( \Gamma = (M, N) \) is called complete, more exactly a complete \( n \)-graph. The graph \( \Gamma'' = (M, N - N_1) \) is the complement of the graph \( \Gamma' = (M, N_1) \).

Let \( N' \) denote the set of pairs of elements of the finite set \( M' \) and let \( N_1' \subseteq N' \). The graph \( \Gamma'' = (M', N_1') \) is called a subgraph of the graph \( \Gamma' = (M, N_1) \) if \( M' \subseteq M \) and \( N_1' \subseteq N_1 \). We also say that \( \Gamma \) contains \( \Gamma' \) and
that \( t' \) is in \( T \). If \( t' \) is a subgraph of \( T \), then the graph \([t'] = (M', N' \cap N_t)\) is called the subgraph (of \( T \)) spanned by \( t' \) or by \( M' \) in \( T \). If \( P \) is a node of the graph \( T \), then \( T-P \) denotes the graph obtained by deleting \( P \) and all edges incident with \( P \) from \( T \).

(1.2) If a \((1-1)\) correspondence can be established between the nodes of the graphs \( T_1 \) and \( T_2 \) so that nodes joined in one graph correspond to nodes which are joined in the other and, conversely, then the two graphs are regarded as identical, and this is expressed in symbols by \( T_1 = T_2 \).

The number of nodes and edges in the graph \( T \) is denoted by \( n(T) \) and \( r(T) \), respectively.

The number of edges incident with the node \( P \) in the graph \( T \) is called the degree of \( P \) in \( T \). If there is no room for misunderstanding, then we speak of the degree of \( P \) for short, and denote it by \( \varrho(P) \). If \( \varrho(P) = 0 \), then we call \( P \) an isolated node of \( T \), if \( \varrho(P) = 1 \), we call \( P \) a terminal node of \( T \).

A graph \( L \) is called a loop, more accurately a \( P \)-loop, if a series

\[ P_1, \ldots, P_n, P_{n+1} \quad (n \geq 1) \]

can be constructed from the nodes of \( L \) so that every node of \( L \) appears in the series, \( P = P_1 \), the nodes \( P_1, \ldots, P_n \) are all distinct, \( P_{n+1} \neq P_n \), and if \( n > 1 \), then \( P_{n+1} \neq P_{n-1} \), and the set of edges of \( L \) consists of \( \overline{P_i P_{i+1}} \quad (i = 1, \ldots, n) \). It is easy to see that we can form in at most two ways from the nodes of a \( P \)-loop a sequence of the required properties and that \( P_{n+1} \) is uniquely determined. \( P \) is the initial node of the loop and \( P_{n+1} \) the final node. The loop is also said to start from \( P \) and to lead to \( P_{n+1} \). We call the \( P \)-loop directed if one of the above-mentioned sequences is made to correspond to it.

If \( P_{n+1} \) is different from \( P_1, \ldots, P_n \), then the loop is called a path, more accurately a \( P_1P_{n+1} \)-path, if \( P_{n+1} = P_1 \), then it is called a circuit. Paths and circuits will be designated by the common term arc. If \( P_{n+1} = P_j \) \((1 \leq j \leq n-2)\), then the nodes \( P_j, P_{j+1}, \ldots, P_{n+1} \) and the edges \( \overline{P_i P_{i+1}} \quad (i = j, \ldots, n) \) together form a circuit which is called the circuit of the loop \( L \). The number of edges of \( L \) is called the length of \( L \). Paths, circuits and arcs of length \( 1 \) are called \( 1 \)-paths, \( 1 \)-gons and \( 1 \)-arcs, respectively. The equation

\[ L = (P_1, \ldots, P_n, P_{n+1} = P_j) \quad (1 \leq j \leq n-2) \]

states that the graph \( L \) is a \( P_1 \)-loop which is composed of the nodes \( P_1, \ldots, P_n \) and the edges \( \overline{P_i P_{i+1}} \quad (i = 1, \ldots, n) \). The equation

\[ W = (P_1, \ldots, P_{n+1}) \]

if \( j \) and \( g \) are natural numbers and \( j < g \) or \( j > g \), then \( P_j, \ldots, P_g \) denotes the set of nodes \( P_i \) where \( i \) runs through the natural numbers from \( j \) to \( g \). If \( j = g \), then \( P_j, \ldots, P_g \) means \( P_j \) by itself.
states that \( W \) is a \( P_i P_{i+1} \)-path composed of the nodes \( P_1, \ldots, P_{n+1} \) and the edges \( P_i P_{i+1} \) (\( i = 1, \ldots, n \)).

A set of edges of \( \Gamma \) is called independent if no two of them have a node in common. We shall say that the maximum number of independent edges is \( k \), if there exists a set of \( k \) such edges and there does not exist a set of \( k+1 \) such edges.

(1.3) The graph \( \Gamma \) is connected if it consists of a single node or if corresponding to any two distinct nodes \( P \) and \( Q \), \( \Gamma \) contains a \( PQ \)-path. The "maximal" connected subgraphs of \( \Gamma \) are called its components. The subgraph \( \Gamma' \) of the graph \( \Gamma \) is maximal with respect to some property if \( \Gamma \) contains no subgraph with this property of which \( \Gamma' \) is a proper subgraph. If \( \Gamma' \) is a component of \( \Gamma \), then \( \Gamma - \Gamma' \) denotes the graph obtained from \( \Gamma \) by deleting \( \Gamma' \).

The nodes \( P_1, \ldots, P_j \) (\( j \geq 1 \)) are said to separate the two (distinct) nodes \( A \) and \( B \) in the connected graph \( \Gamma \) if \( P_i \neq A, P_i \neq B \) (\( i = 1, \ldots, j \)) and every \( AB \)-path in \( \Gamma \) contains at least one of the nodes \( P_1, \ldots, P_j \). The nodes \( P_1, \ldots, P_j \) divide the connected graph \( \Gamma \) if \( \Gamma \) contains two nodes which they separate.

The graph \( \Gamma \) is \( n \)-fold connected (\( n \geq 2 \)) if it is connected and if no set of fewer than \( n \) nodes divides it. A complete \( l \)-graph is said to be \( n \)-fold connected for all \( n \).

The maximal twofold connected subgraphs of the connected graph \( \Gamma \) are called the members of \( \Gamma \). Every edge of \( \Gamma \) is an edge of some member and every member, except for the graph consisting of a single node, contains more than one node. If \( \Gamma \) is connected but not twofold connected, then it has more than one member, and it may be verified (\cite{6}, pp. 224-231) that two of its members have at most one node in common and that such a node divides \( \Gamma \). Furthermore, it may easily be verified that \( \Gamma \) has at least two members containing only one cut-node each. Such members are called terminal members of \( \Gamma \). If \( \Gamma'' \) is a terminal member of \( \Gamma \), then \( \Gamma - \Gamma'' \) denotes the graph obtained from \( \Gamma \) by deleting all edges of \( \Gamma'' \) and all nodes of \( \Gamma'' \) except its cut-node.

(1.4) If in the graph \( \Gamma \) every node except the single node \( A \) has degree \( \geq k \) (\( k \geq 2 \)) and \( x(\Gamma) \leq 2k \), then, if \( q(A) \geq 2 \), \( \Gamma \) is twofold connected and if \( q(A) = 1 \), then \( \Gamma - A \) is twofold connected and \( \Gamma \) is connected.

PROOF. Suppose first that \( q(A) \geq 2 \). Then it follows from our assumptions that every component of \( \Gamma \) and every terminal member of \( \Gamma \) (if any) contains at least 3 nodes, and at least two of these have degree \( \geq k \). If \( \Gamma \)

\(^{3}\) Such a node is called a cut-node of the graph.
is not twofold connected, then it has two components or two terminal mem-
bers. At least one of these components or terminal members has not more
than \( k \) nodes. The nodes in it with at most one exception have degree <\( k \),
which is a contradiction.

If \( q(A) = 1 \), then let the edge incident with \( A \) be denoted by \( AA' \).
If \( k \leq 3 \), then the degree of \( A' \) in \( I - A \) is clearly at least 2. If \( k = 2 \),
then only \( \pi(I) = 4 \) is possible, in which case the degree of \( A' \) in \( I - A \) is 2.
In both cases the theorem with \( q(A) \geq 2 \) can be applied to \( I - A \). \( I \) is
obviously connected.

(1.5) A circuit of the graph \( I \) which contains all nodes of \( I \) is called
a Hamiltonian line of \( I \), H-line for short. A path of \( I \) which contains all
nodes of \( I \) is called an open H-line of \( I \). Two distinct nodes \( P \) and \( Q \) of
\( I \) are said to be H-independent in \( I \) if \( I \) contains no open H-line starting
in \( P \) and ending in \( Q \).

Our later reasoning is based on the following lemma:

**Lemma (1.6)** If the circuit \( C = (P_1, \ldots, P_n, P_{n+1} = P_1) \) is an H-line of
the graph \( I \) and if \( P_i \) and \( P_j \) \((i, j \neq n + 1)\) are H-independent nodes of \( I \), then
\[
q(P_{i-1}) + q(P_{j+1}) \leq \pi(C) = n;
\]
\( q(P) \) denotes the degree of the node \( P \) in \( I \).

**Proof.** It may be assumed that \( i = 1 \) and \( 1 < j \leq n \). Because two
neighbouring nodes of \( C \) are not H-independent, \( 3 \leq j \leq n - 1 \). Accordingly,
\( n \geq 4 \) and the nodes \( P_1, P_2, P_j, P_{j+1} \) are distinct.

If \( I \) contains the edge \( P_3P_j \) \((3 \leq j \leq n)\), then it does not contain the
edge \( P_{j+1}P_{j+1} \). For if this edge belonged to \( I \), then the path
\[
W = (P_1, P_2, \ldots, P_{j-1}, P_j, P_{j+1}, \ldots, P_{n+1})
\]
would be an open H-line of \( I \) starting in \( P_1 \) and ending in \( P_j \).

It follows that \( P_3P_j \) does not exist in \( I \), since \( P_3P_1 \) does.

If the edge \( P_3P_j \) \((j + 2 \leq l \leq n) \) exists in \( I \), then the edge \( P_{j+1}P_{j+1} \)
cannot exist in \( I \). For if this edge existed, then the path
\[
W' = (P_j, P_{j+1}, \ldots, P_{j+1}, P_{j+1}, \ldots, P_{n+1})
\]
would be an open H-line of \( I \) starting in \( P_j \) and ending in \( P_{n+1} = P_1 \).

Accordingly, with every node, other than \( P_j \), joined to \( P_{j+1} \) in \( I \) there
can be associated a node not joined to \( P_{j+1} \) in such a way that these associated
nodes are all distinct. It follows that the number of nodes not joined
to \( P_{j+1} \) is at least \( q(P_{j+1}) - 1 \), so that \( q(P_{j+1}) \leq (n - 1) - (q(P_j) - 1) = n - q(P_j) \).
NOTE. It follows from Lemma (1.6) and its proof that, under the hypotheses of the lemma, \( \varphi(P_{i-1}) + \varphi(P_{j-1}) \leq n \) and the edges \( P_{i+1}P_{j+1} \) and \( P_{i-1}P_{j-1} \) do not exist in \( G' (P_0 = P_n) \).

Let the loop \( L = (P_1, \ldots, P_n, P_{n+1} = P_m) (1 \leq m \leq n - 2) \) be a subgraph of the graph \( G \). A node \( P_j \) belonging to the circuit \( C = (P_m, \ldots, P_n, P_{n+1} = P_m) \) of the loop \( L \) and different from the terminal node \( P_m \) of \( L \) is called an \( H \)-node of the loop \( L \) (with respect to \( G \)) if \( G \) contains a \( P_jP_m \)-path containing all the nodes of \( C \) and no other nodes, or, otherwise expressed, if the graph \( G[C] \) spanned by \( C \) in \( G \) contains an open \( H \)-line starting in \( P_j \) and ending in \( P_m \).

(1.7) Let \( L = (P_1, \ldots, P_n, P_{n+1} = P_m) (1 \leq m \leq n - 2) \) be a loop of the graph \( G \) and let the circuit of \( L \) be denoted by \( C \). If every \( H \)-node of \( L \) (with respect to \( G \)) has degree \( \geq k \) \((k \geq 2) \) in \( G[C] \) and if \( \tau(C) \leq 2k - 1 \), then every node of \( C \) different from \( P_m \) is an \( H \)-node of \( L \).

PROOF. \( P_{m+1} \) and \( P_n \) are clearly \( H \)-nodes. Our theorem is established if we prove the following assertion: If \( P_{j+1} \) \((m < j < n) \) is an \( H \)-node, then so is \( P_j \). To see that this is so, let it be assumed that \( P_{j+1} \) \((m < j < n) \) is an \( H \)-node and \( P_j \) is not. Then \( P_m \) and \( P_j \) are \( H \)-independent in \( G[C] \), and, since \( C \) is an \( H \)-line of the graph \( G[C] \), it follows from Lemma (1.6) that \( \varphi'(P_{m+1}) + \varphi'(P_{j+1}) \leq \tau(C) \), where \( \varphi'(P_i) \) denotes the degree of the node \( P_i \) in \( G[C] \). But it was assumed that \( \varphi'(P_{j+1}) \geq k \) and \( \varphi'(P_{m+1}) \geq k \). We have a contradiction!

Let \( A \) denote a node of degree \( \geq 1 \) of the graph \( G \) and let the degree of all nodes of \( G \) other than \( A \) be \( \geq 2 \). If \( W = (P_1, \ldots, P_n) \) \((P_1 = A) \) is any path of \( G \) which starts from \( A \), then, the degree of \( P_n \) being \( \geq 2 \), \( G \) contains an edge \( P_nP_{n+1} \) incident with \( P_n \) and different from \( P_nP_{n-1} \). This edge and \( W \) together form an \( A \)-loop which is longer than \( W \). Thus to every path \( W \) starting in \( A \) there exists an \( A \)-loop longer than \( W \), hence the longest \( A \)-loops of \( G \) are not path (i.e. they contain circuits).

These longest \( A \)-loops of \( G \) which possess the longest circuits will be called maximal \( A \)-loops.

(1.8) Let \( A \) be a node of the graph \( G \) with degree \( \geq 1 \) and suppose that the degree of every node of \( G \) other than \( A \) is \( \geq k \) where \( k \geq 2 \). Further, let \( L \) be a maximal \( A \)-loop and let the terminal node of \( L \) be denoted by \( B \) and its circuit by \( C \). Then if \( \tau(C) \leq 2k - 1 \), it follows that \( G[C] \) is either a component or a terminal member of \( G \) and in the latter case the cut-node of \( G[C] \) is \( B \). In both cases every node of \( G[C] \) distinct from \( B \) is connected to \( B \) by an open \( H \)-line of \( G[C] \) and \( \tau(C) \geq k + 1 \).

PROOF. It follows from the assumptions made that \( G \) contains a maximal \( A \)-loop. Let \( L = (P_1, \ldots, P_n, P_{n+1} = P_m) (1 \leq m \leq n - 2, P_1 = A, P_m = B) \)
be the maximal A-loop concerned. If \( P_j \) \((m < j \equiv n)\) is any \( H \)-node of \( L \), then \( P_j \) is not joined by an edge in \( I \) to any node which is not in \( C \). For if \( P_j P \) is an edge of \( I \) and if \( W \) denotes an open \( H \)-line of \( [C] \) leading from \( P_j \) to \( P_n \), then if we add the edge \( P_j P \) and the path \((P_1, \ldots, P_n)\) to \( W \) the result is an \( A \)-loop which is as long as \( L \) and which is a path if \( P = P_1 \) \((i = 1, \ldots, n)\) and which has a longer circuit than \( C \) if \( P = P_g \) \((1 \leq g < m)\). A contradiction with the maximal nature of \( L \) is therefore avoided only if \( P = P_1 \) \((m \leq g \equiv n)\). It follows that the degree of every \( H \)-node of \( L \) in \([C]\) is \( \equiv k \), therefore if \( \pi(C) \equiv 2k - 1 \), then according to (1.7) every node of \( C \) other than \( B \) is an \( H \)-node of \( L \). There follows firstly the existence of the open \( H \)-lines asserted in the theorem and secondly that every node of \( C \) other than \( B \) is joined exclusively to nodes of \( C \). The latter fact implies that \([C]\) is a component or a terminal member with cut-node \( B \). \([C]\) is obviously twofold connected because of \( C \). \( \pi(C) \equiv k + 1 \), because \( \varphi(P_n) \equiv k \) and \( P_n \) is joined exclusively to nodes of \( C \).

If the graph \( \Gamma \) of Theorem (1.8) at most \( 2k - 1 \) nodes, then it follows from Theorem (1.4) that \( [C] = \Gamma \) or \( [C] = \Gamma - B \) according as \( \varphi(A) \equiv 2 \) or \( \varphi(A) = 1 \) and that, if \( \pi(\Gamma) = 2k \) and \( \varphi(A) \equiv 2 \), then \( \pi(C) = 2k \).

The following two theorems can be deduced:

**Theorem (1.9)** If the node \( A \) of the graph \( \Gamma \) is not isolated and the degree of every node of \( \Gamma \) distinct from \( A \) is \( \equiv k \) \((k \equiv 2)\) and if \( \pi(\Gamma) \equiv 2k - 1 \), then \( A \) is connected by open \( H \)-lines to every node of \( \Gamma \).

**Theorem (1.10)** (DIRAC) If every node of the graph \( \Gamma \) has degree \( \equiv k \) \((k \geq 2)\), and if \( \pi(\Gamma) \equiv 2k \), then \( \Gamma \) has an \( H \)-line.

(1.9) obviously implies the following theorem:

**Theorem (1.11)** If every node of the graph \( \Gamma \) has degree \( \equiv k \) \((k \geq 2)\), and if \( \pi(\Gamma) \equiv 2k - 1 \), then any two distinct nodes are connected by an open \( H \)-line.

If the graph \( \Gamma \) of Theorem (1.8) is twofold connected and if \( \pi(\Gamma) \equiv 2k \), then \( \pi(C) \equiv 2k \). From this it follows that the node \( A \) of Theorem (1.8) is the initial node of a path of length \( \equiv 2k - 1 \).

The following two theorems can be deduced:

**Theorem (1.12)** If \( \Gamma \) is a twofold connected graph and every node with the exception of one single node \( A \) has degree \( \equiv k \) \((k \equiv 1)\) and if in addition \( \pi(\Gamma) \equiv 2k \), then \( \Gamma \) contains a path with at least \( 2k - 1 \) edges which starts from \( A \).

(This theorem is trivial for \( k = 1 \).)
Theorem (1.13) (Dirac) If the degree of every node of the twofold connected graph \( \mathcal{G} \) is \( \geq k \) \( (k \geq 2) \) and if \( x(\mathcal{G}) \geq 2k \), then \( \mathcal{G} \) contains a circuit with at least \( 2k \) edges.

Remark. It follows from the above considerations that the assertions in Theorems (1.10) and (1.13) remain true if the degree of every node except one node \( A \) is at least \( k \) \( (k \geq 2) \) and \( \varrho(A) \geq 2 \). If two nodes have degree \( < k \), then these theorems are not generally true.

Theorem (1.14) If \( \mathcal{G} \) is a connected graph and the degree of every one of its nodes is \( \geq k \) \( (k \geq 1) \) and if \( x(\mathcal{G}) \geq 2k + 1 \), then \( \mathcal{G} \) contains a path with \( 2k \) or more edges.

Proof. If \( k = 1 \), the theorem is trivial. In what follows it will be assumed that \( k \geq 2 \).

If \( \mathcal{G} \) is twofold connected, then, by (1.13), \( \mathcal{G} \) contains a circuit \( C = (P_1, \ldots, P_m, P_{m+1} = P_1) \) \( (m \geq 2k) \). If \( m > 2k \), \( W = (P_1, \ldots, P_m) \) is a path of the required kind. If \( m = 2k \), then, by our assumptions, \( \mathcal{G} \) contains a node \( P \) which is not in \( C \) and which is joined to a node of \( C \), say \( P_1 \). Then \( W = (P, P_1, \ldots, P_m) \) is a path of the required kind.

If \( \mathcal{G} \) is not twofold connected, then let \( \mathcal{G}_1 \) and \( \mathcal{G}_2 \) denote two terminal members of \( \mathcal{G} \), and \( A_1 \) and \( A_2 \) their cut-nodes. \( \mathcal{G}_1 \) and \( \mathcal{G}_2 \) are twofold connected and apart from \( A_1 \) and \( A_2 \) their nodes have degree \( \geq k \) in \( \mathcal{G}_1 \) and \( \mathcal{G}_2 \), respectively. This is possible only if \( x(\mathcal{G}_1) \geq k + 1 \) and \( x(\mathcal{G}_2) \geq k + 1 \). From this and from (1.9) and (1.12) it follows that \( \mathcal{G}_1 \) contains a path of length \( \geq k \) which starts in \( A_1 \) and \( \mathcal{G}_2 \) contains a path of length \( \geq k \) which starts in \( A_2 \). If \( A_1 = A_2 \), then these two paths together constitute a path with at least \( 2k \) edges, and if \( A_1 \neq A_2 \), then these two paths together with an \( A_1A_2 \)-path of \( \mathcal{G} - \mathcal{G}_1 - \mathcal{G}_2 \) constitute a path with more than \( 2k \) edges.

Remark. Theorem (1.14) can be proved easily without using the preceding theorems.

(1.15) The "accuracy" of Theorems (1.13) and (1.14) is demonstrated by the following graph \( \mathcal{G}' \):

\( \mathcal{G}' \) consists of the nodes \( P_1, \ldots, P_k, Q_1, \ldots, Q_{n-k} \) \( (2 \leq k \leq n-k) \) and of all edges \( P_iQ_j \) \( (i = 1, \ldots, k; j = 1, \ldots, n-k) \). \( \mathcal{G}' \) is an even graph ([6], p. 170). The degree of every node of \( \mathcal{G} \) is \( \geq k \) and it may easily be verified that \( \mathcal{G}' \) is \( k \)-fold connected, further that the longest circuits and paths in \( \mathcal{G} \) have \( 2k \) edges.

It is seen from the example of this graph that in the theorems in ques-

---

\footnote{This result was obtained independently by G.A. Dirac.}
tion it is not possible to assert the existence of longer paths and circuits than those proved to exist, even if the connectivity is assumed to be higher.

(1.16) Using an altered form of Theorem (1.8) and Menge's well-known "n-path theorem" the following theorems can be established:

If the degree of every node of the twofold connected graph \( \Gamma \) is \( \geq k \) \((k \geq 2)\) and if \( \pi(\Gamma) \geq 2k \), then through each node of \( \Gamma \) there passes a circuit having at least \( 2k \) edges.

If the degree of every node of the twofold connected graph \( \Gamma \) with the exception of the two nodes \( A \) and \( B \) is \( \geq k \) \((k \geq 2)\), then every node of \( \Gamma \) lies on an \( AB \)-path having at least \( k \) edges.

These theorems are not proved in this paper.

§ 2

(2.1) Let the classes of all graphs containing exactly \( n \) nodes and containing, respectively, no paths, circuits, arcs with more than \( l \) edges \((l \geq 1)\) be denoted by \( F(n, l) \), \( G(n, l) \), \( H(n, l) \). The graphs in each class which contain the most edges are called the extreme graphs of the class concerned, and the number of edges in these graphs will be denoted by \( f(n, l) \), \( g(n, l) \) and \( h(n, l) \), respectively. So if the graph \( \Gamma \) is a member of, respectively, \( F(n, l) \), \( G(n, l) \), \( H(n, l) \), then the following inequalities hold:

\[
(*) \quad v(\Gamma) \leq f(n, l), \quad v(\Gamma) \leq g(n, l), \quad v(\Gamma) \leq h(n, l),
\]

and if \( \Gamma \) is an extreme graph of the class concerned, then equality holds under \((*)\).

We wish to estimate or determine \( f, g \) and \( h \) and to find the extreme graphs.

Clearly, if \( n \leq l \) \((l \geq 2)\), the only extreme graphs of \( F(n, l - 1) \), \( G(n, l) \), \( H(n, l) \) are the complete \( n \)-graphs.

(2.2) Our method of estimating the values in question from below is to construct graphs belonging to the classes \( F, G, H \) and containing as many edges as possible.

In this paper \( I_n^{ak} \) \((1 \leq k < n)\) denotes the graph which consists of the nodes \( P_1, \ldots, P_k, Q_1, \ldots, Q_{n-k} \) together with all the edges \( P_iP_j \) \((i, j = 1, \ldots, k; i \neq j)\) and all the edges \( P_iQ_j \) \((i = 1, \ldots, k; j = 1, \ldots, n-k)\).

If \( 1 \leq k < n-1 \), then \( I_n^{ak+1} \) denotes the graph obtained from the graph \( I_n^{ak} \) by the addition of the edge \( Q_1Q_2 \). Accordingly, the graph \( I_n^1 \) is defined only for \( l \geq 2 \) and \( n > [(l+1), 2] \). In what follows the graphs \( I_n^a \) will be called stars and the graphs \( I_n^s \) will be called \( \cup \)-stars for all values of \( n \).
With the notation
\[ q(n, 2k) = \binom{k}{2} + (n-k)k = nk - \binom{k+1}{2}, \]
\[ q(n, 2k+1) = q(n, 2k) + 1 \]
we have \( r(I^*_n) = q(n, l) \) for \( l \geq 2 \) and \( n \geq \lceil (l+1)/2 \rceil \).

It may easily be verified that the graph \( I^*_n \) has the following properties: it is \([l/2]\)-fold connected, it contains no path and no circuit with more than \( l \) edges, if \( n \geq l \geq 3 \), then it contains an \( l \)-gon, and if \( n > l \), then it contains an \( l \)-path. Hence \( I^*_n \) is a member of each of the classes \( F(n, l) \), \( G(n, l) \) and \( H(n, l) \), and so — having regard to the remarks concerning the case \( n \leq l \) in (2.1) —

\[ f(n, l) \geq q(n, l), \quad g(n, l) \geq q(n, l), \quad h(n, l) \geq q(n, l) \quad (l \geq 1). \]

(2.4) The graph \( I^*_{n,j} (j \geq 1) \) is defined as follows: Let \( n = qj + r \) where \( r < j \). \( I^*_{n,j} \) has exactly \( n \) nodes, and if \( r = 0 \), it consists of \( q \) components, while if \( r > 0 \), it consists of \( q + 1 \) components, if \( r = 0 \), all its components are complete \( j \)-graphs, and if \( r > 0 \), then \( q \) of its components are complete \( j \)-graphs and the remaining component is a complete \( r \)-graph. \( I^*_{n,1} \) consists of a single node.

\( G^*(n, j) (j \geq 1) \) denotes the following class of graphs: Let \( n = q(j-1) + r \) where \( 1 \leq r \leq j-1 \). \( G^*(n, j) \) is the class of connected graphs containing exactly \( n \) nodes which have \( q \) members if \( n > 1 \) and \( r = 1 \), and \( q + 1 \) members if \( n > 1 \) and \( r > 1 \), every member is a complete \( j \)-graph if \( n > 1 \) and \( r = 1 \), and \( q \) members are complete \( j \)-graphs and one member is a complete \( r \)-graph if \( n > 1 \) and \( r > 1 \). \( G^*(1, j) = \{I^*_{1,1}\} \) for all \( j \geq 1 \).

\( I^*_{n,j} \) is to denote that element of \( G^*(n, j) \) which contains at most one cut-node.

In the notation
\[ \psi(n, j, r) = \frac{1}{2} nj - \frac{1}{2} r(j+1-r) \]
it is found that
\[ r(I_{n,j-1}) = \psi(n, j, r) \quad \text{where} \quad n = q(j+1) + r \quad (r < j+1) \]
and that
\[ \text{if} \quad I \in G^*(n, j), \quad \text{then} \quad r(I) = \psi(n, j, r) \quad \text{where} \quad n = q(j-1) + r \quad (1 \leq r \leq j-1). \]

The following statements may easily be verified:

\[ I^*_{n,j-1} \in F(n, l), \quad G^*(n, l) \subset G(n, l), \quad I^*_{n,j} \in H(n, l) \quad (l \geq 1). \]
Hence

\[
\begin{align*}
\begin{cases}
  f(n, l) &\equiv \psi(n, l, r) \\  g(n, l) &\equiv \psi(n, l, r) \\  h(n, l) &\equiv \psi(n, l-1, r)
\end{cases}
\quad \begin{align*}
  (n = q(l+1) + r; r < l+1), \\
  (n = q(l-1) + r; 1 \leq r \leq l-1), \\
  (n = ql + r; r < l)
\end{align*}
\]

The statements below follow from a simple calculation:

1. If \( l = 2k \) (\( k \geq 1 \)), then \( q(n, 2k) \leq \psi(n, 2k, r) \) and equality holds only if \( r=k \) or \( r=k+1 \). So (2.5) gives a better estimate of \( f \) and \( g \) unless \( r=k \) or \( r=k+1 \), in which cases (2.3) and (2.5) are equally good.

2. If \( l = 2k \) (\( k \geq 1 \)) and \( n > k(k+1) \), then \( q(n, 2k) > \psi(n, 2k-1, r) \).

Here (2.3) gives a better estimate of \( h \).

3. If \( l = 2k+1 \) (\( k \geq 1 \)) and \( n > k+3 \), then \( q(n, 2k+1) < \psi(n, 2k+1, r) \).

For this case (2.5) gives a better estimate of \( f \) and \( g \).

4. If \( l = 2k+1 \), then, according as (a) \( r=k \) or \( r=k+1 \), or (b) \( r=k-1 \) or \( r=k+2 \), or (c) \( r<k-1 \) or \( r>k+2 \), \( q(n, 2k+1) \geq \psi(n, 2k, r) \) and, accordingly, (2.3) gives a better or equally good or worse estimate of \( h \) than (2.5).

In order to estimate \( f, g \) and \( h \) from above we need the theorems of § 1.

**Theorem (2.6)\)**

\[
f(n, l) \leq \frac{1}{2} nl \quad (l \geq 1),
\]

equality holds only if \( n = q(l+1) \), in which case \( \Gamma_{n, l-1} \) is the only extreme graph of the class \( F(n, l) \).

**Proof.** If \( n \leq l+1 \), then a graph \( \Gamma \) having exactly \( n \) nodes cannot contain a path with more than \( l \) edges, so

\[
r(\Gamma) = \frac{n(n-1)}{2} \leq \frac{nl}{2}
\]

and equality holds here only if \( \Gamma \) is a complete \((l+1)\)-graph. So the theorem is true if \( n \leq l+1 \).

Now let \( n > l+1 \) and suppose that the theorem is true for all \( n \) such that \( n < n' \). We prove that in that case the theorem is also true for \( n' \). Let \( \Gamma \in F(n', l) \).

1. If \( \Gamma \) is not connected, then let its components be \( \Gamma_1, ..., \Gamma_p \) (\( p \geq 2 \)), \( v(\Gamma_i) = n_i \) (\( i = 1, \ldots, p \)). Then \( n_1 + \cdots + n_p = n' \), \( n_i < n' \) and \( \Gamma_i \in F(n, l) \) (\( i = 1, \ldots, p \)). So by hypothesis

\[
r(\Gamma) = r(\Gamma_1) + \cdots + r(\Gamma_p) \leq \frac{n_1}{2} + \cdots + \frac{n_p}{2} = \frac{n'}{2},
\]
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and equality holds only if \( r(I_i) = n_i \frac{l}{2} \) (\( i = 1, \ldots, p \)), i.e. if \( I_1, \ldots, I_p \) are all complete \((l+1)\)-graphs. In this case our theorem is therefore true for \( n' \).

(2) Suppose that \( I \) is connected. We show that there exists a node \( P' \) whose degree in \( I, \varrho(P') \), is at most \( l/2 \). For if no such node \( P' \) exists, then, whether \( l = 2k \) or \( l = 2k + 1 \), \( \varrho(P) \geq k + 1 \) for every node \( P \). If \( l = 2k \), then \( \varpi(I') > 2k + 1 \), and if \( \varpi(I') > 2k + 2 \), then, by (1.14), \( I' \) contains a path having at least \( 2k + 2 \) edges, while if \( \varpi(I') = 2k + 2 \), then, by Theorem (1.10), \( I' \) contains a path having \( 2k + 1 \) edges. If \( l = 2k + 1 \), then \( \varpi(I') > 2k + 2 \) and so, by (1.14), \( I' \) contains a path having \( 2k + 2 \) edges. In every case we have a contradiction.

Suppose therefore that \( \varrho(P') \leq l/2 \) and let \( I'' = I' - P' \). Then \( I'' \in G(n' - 1, l) \). \( I'' \) cannot contain a complete \((l+1)\)-graph because if it did, then \( I' \) would contain an \((l+1)\)-path. So by our induction hypothesis \( r(I'') < (n' - 1)l/2 \), and therefore

\[
r(I') = \varrho(P') + r(I'') < l/2 + (n' - 1)l/2 = n' \frac{l}{2}.
\]

**Theorem (2.7)**

\[
g(n, l) \leq \frac{1}{2} (n - 1)l \quad (l \geq 2),
\]

equality holds only if \( n = q(l - 1) + 1 \), in which case the extreme graphs of the class \( G(n, l) \) are the elements of the class \( G^*(n, l) \).

**Proof.** The theorem is trivially true for \( n = 1 \). If \( 1 < n \leq l \) and \( I \in G(n, l) \), then

\[
r(I) \leq \frac{n(n - 1)}{2} \leq \frac{(n - 1)l}{2},
\]

and equality here can hold only if \( I \) is a complete \( l \)-graph. The theorem is therefore true for \( n \leq l \).

Suppose that \( n' > l \) and suppose that the theorem is true for all \( n \) if \( n < n' \). We show that it is then true also for \( n' \). Let \( I' \in G(n', l) \).

(1) If \( I' \) is not connected, let its components be \( I_1, \ldots, I_p \) (\( p \geq 2 \)) and let \( \varpi(I_i) = n_i \). Then \( n_1 + \cdots + n_p = n', n_i < n' \) and \( I_i \in G(n_i, l) \) (\( i = 1, \ldots, p \)). By our hypothesis therefore

\[
r(I') = r(I_1) + \cdots + r(I_p) \leq (n_1 - 1)l/2 + \cdots +

\quad + (n_p - 1)l/2 = (n' - p)l/2 < (n' - 1)l/2.
\]

(2) If \( I' \) is connected but not twofold connected, then let \( I_1 \) denote a terminal member of \( I' \) and let \( I_2 = I' - I_1 \). \( \varpi(I_1) = n_1, \varpi(I_2) = n_2 \). Then
$n' = n_1 + n_2 - 1$, $n_1 < n'$, $n_2 < n'$, $Γ_1 ∈ G(n_1, l)$, $Γ_2 ∈ G(n_2, l)$, and so, according to our hypothesis,

$$r(Γ') = r(Γ_1) + r(Γ_2) ≤ (n_1 - 1)l/2 + (n_2 - 1)l/2 = (n' - 1)l/2,$$

and equality can hold only if $Γ_1 ∈ G^*(n_1, l)$ and $Γ_2 ∈ G^*(n_2, l)$. But then $Γ' ∈ G^*(n', l)$.

(3) Let $Γ'$ be twofold connected. We show that $Γ$ then has a node $P'$ of degree $≤ l/2$. For if no such node exists, then $ϕ(P) ≥ k + 1$ for every node $P$ both if $l = 2k$ and if $l = 2k + 1$. If $l = 2k$, then $τ(Γ') > 2k$, in which case if $τ(Γ') ≥ 2k + 2$, then by (1. 13) $Γ'$ contains an $m$-gon with $m ≥ 2k + 2$ while if $τ(Γ') = 2k + 1$, then by (1. 10) $Γ'$ has an $H$-line and therefore contains a $(2k + 1)$-gon. If $l = 2k + 1$, then $τ(Γ') > 2k + 1$ and so $Γ'$ contains an $m$-gon with $m ≥ 2k + 2$ by (1. 13). We have obtained a contradiction in every case.

So assume that $ϕ(P') ≤ l/2$ and let $I'' = I' - P'$. Then $I'' ∈ G(n'-1, l)$. $I''$ is connected and $ϕ(P') ≥ 2$. $Γ'$ is not an element of $G^*(n'-1, l)$. For if this were the case, then $P'$ would lie on a circuit with more than $l$ edges. From our induction hypothesis it follows that

$$r(Γ) = ϕ(P') + r(Γ'') < l/2 + (n'-2)l/2 = (n'-1)l/2.$$

This proves the theorem.

For the investigation of $h(n, l)$ it is useful to consider the cases $l = 2k$ and $l = 2k + 1$ separately.

**Theorem (2. 8)**

$$h(n, 2k) ≥ (n-1)k \quad (k ≥ 1),$$

if $n = 1$, then equality holds for all $k$ and $Γ_{1,1}$ is the extreme graph of $H(1, 2k)$, if $n > 1$ and $k = 1$, then equality holds for all $n$ and the star with $n$ nodes $Γ^n_*$ is the only extreme graph of the class $H(n, 2)$. finally if $n > 1$ and $k > 1$, then equality holds only if $n = 2k$, and the complete $(2k)$-graph is the only extreme graph of $H(2k, 2k)$.

**Proof.** Because $H(n, l) ≤ G(n, l)$, we have that $h(n, 2k) ≤ g(n, 2k)$. By (2. 7), $g(n, 2k) ≤ (n-1)k$, so

$$h(n, 2k) ≤ (n-1)k.$$

Equality can hold only if $n = q(2k - 1) + 1$ and if $H(n, 2k)$ contains an element of $G^*(n, 2k)$. But an element of $G^*(n, 2k)$ belongs to $H(n, 2k)$ only if it contains no path with more than $2k$ edges. This holds only for the graphs described in Theorem (2. 8), whether $k = 1$ or $k > 1$. 
If \( I = 2k + 1 \), then, since \( H(n, 1) = F(n, 1) \), we need only consider the case \( k \geq 1 \).

**Theorem (2.9)**

\[
h(n, 2k + 1) \leq nk \quad (k \geq 1),
\]

and here equality does not hold if \( k = 1 \) and \( n = 1 \) or \( n = 2 \), and it does hold if \( k = 1 \) and \( n > 2 \), in which case the extreme graphs are those of which all the components are 1-stars; if \( k > 1 \), then equality holds only if \( n = q(2k + 1) \) (\( q > 0 \)), and the only extreme graph is \( \Gamma_{n, 2k + 1} \).

The proof which is similar to the proof of (2.6) will be left to the reader.

§ 3

In this paragraph we determine the graphs with the most edges among the connected graphs of the class \( F(n, 2k) \) and the extreme graphs of the class \( H(n, 2k) \) for sufficiently large values of \( n \).

We denote the classes of the connected graphs in \( F(n, I) \), \( G(n, I) \), \( H(n, I) \), respectively, by \( \tilde{F}(n, I) \), \( \tilde{G}(n, I) \), \( \tilde{H}(n, I) \), and the number of edges in the extreme graphs of these classes (the graphs with the most edges) by \( f(n, I) \), \( g(n, I) \), \( h(n, I) \), respectively. From the fact that \( I' \) is connected it follows that each of these maximal numbers of edges is \( \geq q(n, I) \).

(3.1) If \( I' \) is an extreme graph of any one of the classes \( \tilde{F}(n, 2k) \), \( \tilde{G}(n, 2k) \), \( \tilde{H}(n, 2k) \) (\( k \geq 2 \)) and if \( n > k^2 - k + 1 \), then \( I' \) contains a \( 2k \)-gon.

**Proof.** If \( I' \) contains no \( 2k \)-gon, then \( I' \in G(n, 2k - 1) \), and so by (2.7) \( v(I') \leq (n - 1) \left( k - \frac{1}{2} \right) \). On the other hand, it follows from the extremal property of \( I' \) and from the remark on the graphs \( I'_{\sigma} \) made above, that \( v(I') \geq v(I'_{\sigma}) = nk - k(k + 1)/2 \). Accordingly,

\[
(n - 1) \left( k - \frac{1}{2} \right) \geq nk - k(k + 1)/2,
\]

from which it follows that \( n \leq k^2 - k + 1 \). This contradicts our hypothesis.

From Lemma (1.6) we deduce the following lemma:

**Lemma (3.2)** Let the graph \( I' \) have an \( H \)-line and let \( v(I') = m \geq 4 \). If \( I' \) contains \( p \) mutually \( H \)-independent nodes \( S_1, \ldots, S_p \), then \( p \leq m/2 \) and

\[
v(I') \leq \left( \frac{m}{2} \right) - \frac{mp}{2} + \left( \frac{p + 1}{2} \right),
\]
and if \( p = m/2 \), then equality in (1) holds only if \( \Gamma = \Gamma_{m/2}^0 \) and the nodes \( S_1, \ldots, S_p \) span a complete \( p \)-graph in \( \Gamma \).

**Proof.** The theorem is trivially true for \( m = 4 \). In what follows it will be assumed that \( m > 4 \). Let \( C = (P_1, \ldots, P_m, P_{m+1} = P_1) \) be an \( H \)-line of \( \Gamma \) and let the nodes \( S_i = P_{\sigma_i} \) \( (i = 1, \ldots, p) \) be mutually \( H \)-independent. It may be assumed that \( 1 = \sigma_1 < \cdots < \sigma_p \leq m \). Further let \( R_i = P_{\sigma_{i-1}}, T_i = P_{\sigma_{i+1}}, \phi(T_i) = \phi_i \) \( (i = 1, \ldots, p; P_0 = P_m) \) and let the elements of the sets \( \{ R_1, \ldots, R_p \}, \{ S_1, \ldots, S_p \} \) and \( \{ T_1, \ldots, T_p \} \) be named \( R \)-, \( S \)-, \( T \)-nodes, respectively.

Because the \( S \)-nodes are \( H \)-independent, two \( S \)-nodes cannot be neighbours on \( C \), and therefore this is true of the \( R \)- and \( T \)-nodes also, so that an \( S \)-node cannot coincide with a \( T \)-node or with an \( R \)-node. It follows that \( p \leq m/2 \).

By (1.6)

\[
q_i + q_j \leq m \quad (i, j = 1, \ldots, p; i \neq j).
\]

Adding these inequalities together

\[
q_1 + \cdots + q_p \leq pm/2.
\]

Let \( \overline{\Gamma} \) denote the complement of the graph \( \Gamma \) and let the degree of \( T_i \) in \( \overline{\Gamma} \) be denoted by \( \bar{q}_i \) \( (i = 1, \ldots, p) \). Then

\[
q_i + \bar{q}_i = m - 1 \quad (i = 1, \ldots, p).
\]

By the remark after Lemma (1.6) neither two \( R \)-nodes nor two \( T \)-nodes can be joined in \( \Gamma \). Consequently, all the edges \( T_iT_j \) \( (i, j = 1, \ldots, p; i \neq j) \) are in \( \overline{\Gamma} \), and so the number of edges of \( \overline{\Gamma} \) at least one end-node of which is a \( T \)-node is

\[
\overline{q}_1 + \cdots + \overline{q}_p = \binom{p}{2}.
\]

Accordingly,

\[
v(\overline{\Gamma}) \geq \overline{q}_1 + \cdots + \overline{q}_p = \binom{p}{2},
\]

and so, having regard to (4) and (3),

\[
v(\overline{\Gamma}) \geq p(m-1) - (q_1 + \cdots + q_p) - \binom{p}{2} = p(m-1) - \frac{mp}{2} - \binom{p}{2}.
\]

Hence

\[
v(\overline{\Gamma}) = \binom{m}{2} - v(\Gamma) \leq \binom{m}{2} - \frac{mp}{2} + \binom{p+1}{2}.
\]

Equality holds here only if it holds in (2) and in (5) throughout. If \( p = m/2 \), then this is the case only if \( q_1 = \cdots = q_p = m/2 \) and every edge
of $\Gamma$ is incident with some $T$-node, that is to say any two nodes which are not $T$-nodes are joined by an edge in $\Gamma$. In this case, however, every $R$-node is also a $T$-node; and these are all joined to every $S$-node, further any two $S$-nodes are joined to each other. This implies that $\Gamma = \Gamma^*_S$ and that the $S$-nodes span a complete $p$-graph in $\Gamma$.

(3.3) If the connected graph $\Gamma$ contains a $2k$-gon ($k \geq 2$) but does not contain any path having more than $2k$ edges and if $n = \pi(\Gamma) \geq 3k + 2$, then $v(\Gamma) \leq q(n, 2k)$, and equality holds only for $\Gamma = \Gamma^*_S$.

PROOF. Let $C = (P_1, \ldots, P_{2k}, P_{2k+1} = P_1)$ be a $2k$-gon of $\Gamma$. The nodes of $C$ will be called $P$-nodes and the remaining nodes of $\Gamma$ will be called $Q$-nodes. Let the $Q$-nodes be denoted by $Q_1, \ldots, Q_q$ where $q = n - 2k \geq k + 2$.

Not two $Q$-nodes are joined in $\Gamma$. For if the edge $Q_1Q_2$ exists, for example, then, since $\Gamma$ is connected, there is a path $W$ in $\Gamma$ which starts in $Q_1$ or $Q_2$ and ends in a $P$-node, say $P_1$, and does not contain any $P$-node other than $P_1$, and contains only one of the nodes $Q_1, Q_2$ — say $Q_1$. Then the edge $Q_1Q_2$ and the paths $W$ and $(P_1, \ldots, P_{2k})$ together constitute a path with at least $2k + 1$ edges. This contradicts our hypotheses.

From this and from the fact that $\Gamma$ is connected it follows that every $Q$-node is joined to some $P$-node.

If $P_i$ and $P_j$ are distinct $P$-nodes and if there are two distinct nodes $Q_a$ and $Q_b$ such that the edges $P_iQ_a$ and $P_jQ_b$ exist, then $P_i$ and $P_j$ are $H$-independent in $[C]$. For such an open $H$-line leading from $P_i$ to $P_j$ in $[C]$ would, together with the edges $P_iQ_a$ and $P_jQ_b$, constitute a $(2k + 1)$-path.

We divide the $P$-nodes into three classes. A $P$-node will be called an $\alpha$-node if it is joined to at least two $Q$-nodes, it will be called a $\beta$-node if it is joined to exactly one $Q$-node and it will be called a $\gamma$-node if it is not joined to any $Q$-node. The number of $\alpha$, $\beta$- and $\gamma$-nodes will be denoted by $p_\alpha, p_\beta$ and $p_\gamma$, respectively. $p_\alpha + p_\beta + p_\gamma = 2k$.

According to the above, any pair of $\alpha$-nodes are $H$-independent in $[C]$, and so are any $\alpha$-node and any $\beta$-node. Since two neighbouring nodes of $C$ are not $H$-independent in $[C]$, the neighbours on $C$ of an $\alpha$-node can only be $\gamma$-nodes. It follows from this that $p_\alpha \leq p_\gamma$, and so $p_\alpha \leq k$ and

$$p_\beta \leq 2k - 2p_\alpha.$$ (1)

$C$ is an $H$-line of the graph $[C]$, so Lemma (3.2) applies to the $\alpha$-nodes. Accordingly,

$$v([C]) \leq \binom{2k}{2} - kp_\alpha + \binom{p_\alpha + 1}{2}.$$(2)
The number of edges which join a $P$-node to a $Q$-node is

$$v_{PQ} = qp_\alpha p_\beta, $$

and so it follows from (1), (2) and (3) that

$$v(I) = v([C]) + v_{PQ} \leq \left(\frac{2k}{2}\right) + 2k + (q-k-2)p_\alpha + \left(\frac{p_\alpha + 1}{2}\right).$$

Because $q \geq k+2$, the expression on the right attains its maximum value in the range $0 \leq p_\alpha \leq k$ only if $p_\alpha = k$, and a simple calculation shows that this maximum is equal to $nk - \left(\frac{k+1}{2}\right) = v(n, 2k)$. So $v(I) \leq v(n, 2k)$ and equality holds only if $p_\alpha = k$ and equality holds in (1), (2) and (3). But if $p_\alpha = k$, then $p_\beta = 0$ and equality holds in (1), and further, by (3.2), equality then holds in (2) only if $[C] = I_{2k}$ and the $\alpha$-nodes span a complete $k$-graph in $[C]$. Finally, because $p_\beta = 0$, equality holds in (3) when every $Q$-node is joined to every $\alpha$-node. From the properties which have been enumerated it follows that $\Gamma = I_{2k}^n$.

**Theorem (3.4)** If $n > k^2 - k + 6$ ($k \geq 1$), then $f(n, 2k) = q(n, 2k)$, and the only extreme graph of the class $\mathcal{F}(n, 2k)$ is $I_n^{2k}$.

**Proof** (1) First assume that $k = 1$. By (2.6) $f(n, 2) = n$ with equality holding only if $n = 3q$, and then $I_n^3$ is the only extreme graph. From this and from $f(n, 2) \leq f(n, 2)$ it is seen that $f(n, 2) \leq n - 1 = q(n, 2)$ except if $n = 3$. But if $\Gamma$ is connected and $\gamma(I) = n$, $\nu(I) = n - 1$, then $\Gamma$ is a tree ([16], p. 47), and therefore does not contain a path with more than 2 edges only if $\Gamma = I_n^2$. The theorem is therefore true if $k = 1$ and $n > 3$.

(2) Assume that $k \geq 2$. Then, because $n > k^2 - k + 6$, by (3.1) any extreme graph $\Gamma$ of $\mathcal{F}(n, 2k)$ contains a $2k$-gon, and since $k^2 - k + 6 \geq 3k + 2$, it follows from Theorem (3.3) that $v(I) \leq q(n, 2k)$, equality holding only if $I = I_n^2$. Our theorem follows from this and from $I_n^2 \in \mathcal{F}(n, 2k)$.

(3.5). If $\Gamma$ is an extreme graph of the class $H(n, 2k)$, then $\Gamma$ has not more than $(k+1)/2$ components.

**Proof:** Suppose that the components of $\Gamma$ are $\Gamma_1, \ldots, \Gamma_p$, and $\pi(\Gamma_i) = n_i$ ($i = 1, \ldots, p$). Then $n_1 + \cdots + n_p = n$ and $\Gamma_i$ is an extreme graph of the class $H(n_i, k)$ for $i = 1, \ldots, p$. Then, according to Theorem (2.8), $\nu(\Gamma_i) \leq (n_i - 1)k$ ($i = 1, \ldots, p$), and so $\nu(\Gamma) = \nu(\Gamma_1) + \cdots + \nu(\Gamma_p) \leq (n-p)k$. On the other hand, $\nu(\Gamma) \geq q(n, 2k)$ by (2.3), therefore

$$(n-p)k \geq nk - k(k+1)/2,$$

and hence $p \leq (k+1)/2$. 
Theorem (3.6) If \( n > \frac{1}{2} (k+1)^3 \), then \( h(n, 2k) = g(n, 2k) \) and \( I^\omega_n \) is the only extreme graph of the class \( H(n, 2k) \).

Proof. For \( k = 1 \) the assertion of our theorem is contained in (2.8). Suppose that \( k \geq 2 \), \( n > \frac{1}{2} (k+1)^3 \), and \( I' \) is an extreme graph of the class \( H(n, 2k) \). According to (3.5), \( I' \) then has a component \( I'' \) such that \( n'' = \tau(I'') > (k+1)^2 \). \( I'' \) is an extreme graph of the class \( H(n', 2k) \) and therefore contains a \( 2k \)-gon by (3.1). \((k+1)^2 > 3k+2 \) because \( k \geq 2 \), so by (3.3) \( v(I'') \leq g(n', 2k) \), equality holding only if \( I'' = I^{\omega_n} \). But \( I^{\omega_n} \in H(n', 2k) \), and so \( I'' = I^{\omega_n} \) and \( v(I'') = g(n', 2k) \). We show that \( I'' = I' \). For suppose that \( I'' \neq I' \) and let \( I''' = I' - I'' \). \( n''' = v(I''') = n - n'' \) and \( I''' \in H(n'', 2k) \). By (2.8) \( v(I''') \leq (n''-1)k \), and so \( v(I) = v(I')+v(I''') \leq \left( k + 1 \right) + (n''-1)k = g(n, 2k) - k \). But this contradicts (2.3).

Conjectures. We conjecture from the above that all extreme graphs of the classes occurring in \( \S \, 2 \) and \( \S \, 3 \) can be found among the graphs \( I^{\omega_n}, I^{\omega_n}, \ldots \) and the members of the class \( G^*(n, l) \). Among the twofold connected graphs \( I^{\omega_n} \) is probably in every case the only extreme graph if \( n > l+1 \).

\( \S \, 4 \)

We are going to prove the following

Theorem (4.1) Let \( \tau(I) = n \). Assume further the maximum number of independent edges is \( k \) \((k \geq 1)\). Then

\[
\tau(I) \leq \max \left\{ \left( \frac{2k+1}{2} \right), k(n-k) \right\}.
\]

Equality can occur only if \( I = I^{\omega_n} \), or if one component of \( I \) is a complete \((2k+1)\)-graph and the other components are isolated nodes.

Proof. We can clearly assume \( n > 2k \). Choose \( k \) independent edges and call these \( \alpha' \)-edges and the remaining edges \( \beta \)-edges. The \( n-2k \) nodes of the graph which are not incident with \( \alpha' \)-edges we call unsaturated. Following Berge ([2], p. 176) we add a node \( U \) to \( I \) and connect \( U \) with every unsaturated node by an edge. The new graph we call \( I' \) and the new edges and the old \( \alpha' \)-edges we call \( \alpha \)-edges (\( U \) is incident with \( n-2k \) \( \alpha \)-edges, every other node is incident with exactly one \( \alpha \)-edge).

Let \( L \) be a directed \( U \)-loop. We call \( L \) alternating if its edges are alternatingly \( \alpha \)-edges and \( \beta \)-edges in the ordering determined by \( L \). A node
$P$ of $I''$ is called $\alpha$-accessible if there exists an alternating $U$-loop of final node $P$ whose last edge is an $\alpha$-edge and it is called $\beta$-accessible if there exists an alternating $U$-loop of final node $P$ whose last edge is a $\beta$-edge. Further, by definition, $U$ is called $\beta$-accessible. The nodes which are $\beta$-accessible but not $\alpha$-accessible are called $\beta$-nodes. Denote the number of $\beta$-nodes by $\mu+1$.

It is easy to see that $U$ is not $\alpha$-accessible, thus $U$ is a $\beta$-node ([1], [2], p. 176; [5], p. 140).

Denote the components of the graph obtained from $I''$ by omitting the $\beta$-nodes and the edges incident to it by $\Gamma_1, \ldots, \Gamma_m$ ($m \geq 1$). $\Gamma_i$ is called odd or even if $\pi(\Gamma_i)$ is odd or even. If $\Gamma_i$ is odd, put $\pi(\Gamma_i) = 2\alpha_i + 1$, if $\Gamma_i$ is even, put $\pi(\Gamma_i) = 2\alpha_i$. An $\alpha$-edge one node of which is a $\beta$-node and the other node of which belongs to one of the $\Gamma_i$ we call an entering edge of $\Gamma_i$.

The following facts are well known ([1], [2], pp. 169—170; [5], pp. 141—142).

Every $\alpha$-edge incident to a $\beta$-node is an entering edge of some odd $\Gamma_i$ and every odd $\Gamma_i$ has exactly one entering edge.

From this it follows that every $\alpha$-edge is either an entering edge (of some odd $\Gamma_i$) or is an edge of some $\Gamma_i$. Further $\Gamma_i$ contains exactly $2\alpha_i$ $\alpha$-edges.

The $\alpha$-edges in $\Gamma_i$ ($1 \leq i \leq m$) are clearly $\alpha'$-edges. We obtain their number by subtracting from $k$ the number of $\alpha'$-edges incident to the $\beta$-nodes, i.e. their number is $k - \mu$. Thus

$$\sum_{i=1}^{m} \alpha_i = k - \mu.$$  

If $\Gamma_i$ is even, then $r(\Gamma_i) \leq \binom{2\alpha_i}{2}$. If $\Gamma_i$ is odd, then

$$r(\Gamma_i) \leq \binom{2\alpha_i + 1}{2} = \binom{2\alpha_i}{2} + 2\alpha_i.$$  

Thus

$$\sum_{i=1}^{m} r(\Gamma_i) \leq \sum_{i=1}^{m} \binom{2\alpha_i}{2} + \sum_{i=1}^{m} 2\alpha_i = \binom{2k-2\mu}{2} + 2k-2\mu = \binom{2k-2\mu+1}{2}.$$  

Equality is only possible if every $\Gamma_i$ is odd and is a complete graph and $\alpha_i = 0$ for all $i \geq 2$.

The number of edges in $I$ incident to the $\beta$-nodes is less than or equal to $(n-\mu)\mu + \binom{\mu}{2}$.
Since every edge of $T$ either belongs to one of the $T_i$ or is incident to one of the $\beta$-nodes, we obtain that

$$v(T) = \left(\frac{2k-2\mu+1}{2}\right) + (n-\mu)\mu + \left(\begin{array}{c} \mu \\ 2 \end{array}\right) = f(\mu).$$

Since $f(\mu)$ is a convex function of $\mu$ and $0 \leq \mu \leq k$, we obtain

$$v(T) = \max (f(0), f(k)) = \max \left(\left(\frac{2k+1}{2}\right), (n-k)k + \left(\begin{array}{c} k \\ 2 \end{array}\right)\right).$$

Equality is only possible if $\mu = 0$ or $\mu = k$, if $\mu = 0$, one of the $T_i$ must be a complete $(2k+1)$-graph and the other $T_i$ must be isolated nodes. If $\mu = k$, all the $T_i$ must be isolated nodes and every $\beta$-node must be connected with all the nodes of $T_i$, i.e. $T = I^{\oplus \mu}$.
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